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Objective
Introduction

º A Model truly understand the data.

º Find a significative mapping from data to latent vector.

º On the other hand, every latent vector can reconstruct data.
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Outline

1 Technic detail of the model

2 The evaluation

3 Scaling up
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Basic Linear Model

Factor analysis / principal component analysis 7
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Map @ Generative ConvNet
Introduction
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Our Model

Non -linear; Muiti -layer

More explicitly

horizontal unfolding (Convolutional)

hieratical unfolding

ὪὤȠὡ Ḋ

Parameterized by ConvNet

Factor analysis Model
Linear; One -layer

Dimension reduction

Dictionary learning

Latent factor extracting

e.g. 

(PCA)Principal component analysis

(NMF)Non -negative matrix factorization

(ICA)Independent component analysis

Generlization
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Non -linear Model (non -linear PCA )
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Reconstruction Error
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Likelihood for data {Y}
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Basic Gradient Descent
On training Generative ConvNet
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